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Resumo do Projeto
Muitas disciplinas críticas que impactam na agropecuária 4.0 foram revolucionadas por modelos de aprendizado profundo. No entanto, a real
aplicação desses modelos em tarefas de análise de imagens tem sido limitada devido a algumas das suas características, tais como a
tendência em explorar atalhos (ou seja, correlações não causais espúrias), a falta de interpretabilidade e a falta de robustez em relação a
ataques adversariais.  Para lidar  com esses desafios,  neste projeto,  pretende-se desenvolver  métodos computacionais  inovadores baseados
em modelagem esparsa com dicionários adaptativos e transformadores visuais para aplicações em agropecuária 4.0. Após a conclusão do
projeto, o qual será executado por uma sólida equipe interdisciplinar de pesquisadores da UNIPAMPA e da UFRGS, espera-se apresentar um
arcabouço robusto de métodos, os quais possuam aplicabilidade real em problemas que afetam o estado do Rio Grande do Sul.

Introdução e Justificativa
A análise de imagens ópticas, multiespectrais e hiperespectrais, coletadas por sensores proximais (por exemplo, acoplados em máquinas
agrícolas) ou mesmo remotos (por exemplo, embarcados em VANTs - Veículos Aéreos Não Tripulados), desempenha um papel crucial na dita
"agropecuária  4.0"  [1,  2].  Especificamente,  as  informações  contidas  nessas  imagens  podem  ser  utilizadas  para  aprimorar  as  práticas
agropecuárias no estado do Rio Grande do Sul, com potencial não só de prover um aumento na produtividade regional, mas também de
otimizar o uso de recursos, reduzindo os impactos ambientais associados.

Entretanto,  em diversos  cenários  reais,  essas  informações  ainda  não  são  exploradas  de  maneira  eficiente,  por  exemplo,  pelo  fato  de  que
ainda  emprega-se  análises  manuais,  insuficientes  para  lidar  com  o  volume  crescente  de  imagens  coletadas  diariamente  e  com  o  tempo
demandado nessas análises. Assim, existe um interesse cada vez maior, tanto da academia quanto da indústria, no desenvolvimento de
métodos capazes de realizar as análises de maneira mais automática e escalável em aplicações tais como:

classificação de vegetais e frutas [3, 4].
contagem e/ou pesagem de objetos agrícolas [5, 6];
detecção de pragas e/ou doenças [7, 8];
identificação de cultivares [9, 10];
monitoramento do uso da terra [11, 12].

Muitas disciplinas críticas que impactam na agropecuária 4.0, tais como big data  [13], internet das coisas [14], robótica [15] e visão
computacional [16], foram revolucionadas por modelos de aprendizado profundo (do inglês, deep learning), os quais possuem a capacidade
de aprender representações complexas automaticamente a partir de dados brutos [17], ao contrário dos modelos mais tradicionais de
aprendizado automático que esperam como entrada representações vetoriais e discriminativas cujo projeto de extração requer considerável
engenhosidade  humana  [18].  Dentre  esses  modelos,  pode-se  destacar  as  CNNs  -  Convolutional  Neural  Networks  (redes  neurais
convolucionais, em português) e suas variantes, as quais aprendem representações hierárquicas por meio de convoluções e têm sido
amplamente consideradas como uma espécie de "padrão-ouro" em diversas aplicações relacionadas à agropecuária 4.0 [19].

Entretanto, a efetividade da convolução na indicação de pistas visuais impõe restrições consideráveis na captura de relações espaciais de
longo alcance. Em função disso, nos últimos anos, os ViTs - Vision Transformers (transformadores visuais, em português) [20], os quais
potencializam uma compreensão mais global/contextual por meio do mecanismo de autoatenção e consistem em adaptações de modelos
originalmente propostos para tarefas de processamento de linguagem natural [21], emergiram como alternativas promissoras às CNNs [22].

Em contraste com as CNNs, que geram uma única representação para a imagem como um todo, os ViTs produzem uma representação
distinta para cada bloco da imagem (do inglês, image patch). Essa característica facilita a sua integração com uma ampla gama de modelos,
incluindo aqueles conhecidos como Bag-of-Features (BoF) ou Bag-of-Visual-Words (BoVW) [23, 24, 25], os quais dominavam a literatura de
visão computacional antes da popularização do aprendizado profundo.

De um modo geral, este projeto baseia-se na premissa de que a modelagem esparsa por meio de dicionários adaptativos, construídos com o



auxílio de ViTs, possibilitará o desenvolvimento de métodos computacionais inovadores que, em aplicações na agropecuária 4.0, atenuem
alguns dos fatores que limitam a implantação de modelos de aprendizado profundo em cenários práticos, a saber:

tendência em explorar atalhos (ou seja, correlações não causais espúrias) durante otreinamento [26, 27, 28];
falta de interpretabilidade [29, 30];
falta de robustez em relação a ataques adversariais [31, 32, 33].

Objetivos
O principal objetivo deste projeto é o desenvolvimento de métodos computacionais inovadores baseados em modelagem esparsa com
dicionários adaptativos e transformadores visuais para aplicações em agropecuária 4.0.

Para atingir o objetivo geral, propõe-se desmembrá-lo nos seguintes objetivos específicos:

Objetivo Específico 1: Investigar tarefas relevantes de análise de imagens na agropecuária 4.0, bem como métodos estado-da-arte
nas  mesmas,  e  também  avanços  recentes  em  modelagem  esparsa  por  meio  de  dicionários  adaptativos,  identificando  lacunas  e
oportunidades de pesquisa em tarefas que, caso solucionadas de maneira confiável, potencializem impactos reais no estado do Rio
Grande do Sul.

Objetivo Específico 2:  Projetar,  desenvolver e avaliar novas técnicas de modelagem esparsa baseada em dicionários adaptativos
gerados com ViTs para tarefas de análise de imagens na agropecuária 4.0, culminando em um arcabouço robusto de métodos
inovadores capazes de integrar ferramentas práticas de apoio à tomada de decisões.

Objetivo Específico 3:  Divulgar  os  resultados  da  pesquisa  por  meio  de  uma série  de  artigos  publicados  em revistas  científicas  e
anais de eventos de alto impacto no âmbito internacional, da disponibilização de repositórios de código aberto bem documentados, a
fim de facilitar a reprodução de experimentos e o uso dos métodos propostos, bem como da elaboração de um relatório técnico.

Materiais e Métodos
Para alcançar os objetivos deste projeto, propõe-se uma metodologia de natureza quantitativa e aplicada, a qual envolve tanto procedimentos
de  pesquisa  bibliográfica  e  experimental  quanto  ações  de  divulgação  científica.  Especificamente,  a  execução  do  projeto  proposto  será
orientada pelas atividades detalhadas a seguir.

Atividade 1: Levantamento e seleção de tarefas de análise de imagens na agropecuária 4.0. 

- Descrição: Realizar um mapeamento sistemático da literatura, com o auxílio do software Calibre, em bases bibliográficas tais como
ACM Digital Library, IEEE Xplore, ScienceDirect, Springer Link e Wiley Online Library, para catalogar tarefas de análise de imagens na
agropecuária 4.0 com datasets disponíveis para fins de pesquisa em repositórios como GitHub, Kaggle, Mendeley Data e Papers With
Code. Após a elaboração desse catálogo, selecionar opções que viabilizem uma avaliação eficaz, priorizando aquelas que possuem
um maior potencial de impacto em problemas que afetem o Rio Grande do Sul. Esta atividade poderá abranger a concepção de novos
datasets.

Atividade 2: Investigação do estado-da-arte nas tarefas selecionadas

- Descrição: Conduzir uma revisão sistemática da literatura, em bases bibliográficas, investigando, por meio da leitura crítica de
artigos recentemente publicados em periódicos ou anais de conferências qualificados, os principais avanços em tarefas específicas de
análise de imagens na agropecuária 4.0 (selecionadas na Atividade 1). Além disso, ao longo desse processo de revisão, avaliar os
métodos considerados representativos do estado-da-arte nessas tarefas. 

Atividade 3: Exploração da bibliografia sobre modelagem esparsa através de dicionários adaptativos e transformadores visuais.

- Descrição: Efetuar uma nova revisão sistemática da literatura, mas desta vez focada no estado-da-arte em modelagem esparsa por
meio de dicionários adaptativos e transformadores visuais. Ademais, durante essa revisão, identificar técnicas capazes de cooperar
sinergicamente para aprimorar os métodos previamente investigados, com base no know-how adquirido na Atividade 2.

Atividade 4: Desenvolvimento de métodos computacionais inovadores.

- Descrição: Desenvolver métodos computacionais inovadores que integrem técnicas identificadas na Atividade 3 com aquelas
investigadas na Atividade 2. Cabe mencionar que o desenvolvimento desses métodos deve ser orientado pela cablibração de
hiperparâmetros e por estudos de ablação, apoiados por rigorosas análises estatísticas como, por exemplo, análises não
paramétricas.

Atividade 5: Avaliações e comparações.

- Descrição: Avaliar a robustez dos métodos propostos em cenários mais próximos da realidade. Adicionalmente, comparar os
desempenhos dos métodos propostos com os daquelas consideradas representativas do estado-da-arte nas respectivas tarefas,
possivelmente aplicando testes de significância estatística.

Atividade 6: Publicação de resultados da pesquisa.

- Descrição: Redigir, revisar e submeter artigos para publicação em periódicos especializados e anais de conferências e, quando for
o caso, apresentar trabalhos em eventos científicos. Em complemento, disponibilizar os artefatos de software produzidos em
repositórios bem documentos e de código aberto. 

Atividade 7: Elaboração de relatório técnico.

- Descrição: Organizar detalhadamente as informações referentes às atividades realizadas e produzir um documento de registro
informativo sobre a execução do projeto, abrangendo reflexões críticas no que diz respeito aos desafios encontrados, aos resultados
alcançados e às lições aprendidas.

Resultados Esperados
Como resultados da execução deste projeto, espera-se: 

Desenvolvimento de métodos computacionais inovadores em tarefas de análise de imagens na agropecuária 4.0, os quais possuam
aplicabilidade real em problemas que ocorrem no estado do Rio Grande do Sul.

Disponibilização dos métodos desenvolvidos, na forma de algoritmos em repositórios tais como o GitHub, sob a licença Creative
Commons Attribution-NonCommercial (CC BY-NC), permitindo o uso e a modificação do código pela comunidade acadêmica para fins



não comerciais.

Publicação de um artigo em evento científico de prestígio internacional e especializado nos temas de interesse deste projeto, o que
deve envolver a apresentação oral em inglês do trabalho correspondente.

Publicação de um ou mais artigos em periódicos internacionais reconhecidos nas áreas deste projeto.

Estabelecimento e consolidação de parcerias entre diferentes grupos de pesquisa da Universidade Federal do Pampa (UNIPAMPA) e da
Universidade Federal do Rio Grande do Sul (UFRGS).

Formação qualificada de recursos humanos em nível de graduação e pós-gradução.

Relação Ensino, Pesquisa, Extensão
O presente projeto relaciona-se com o ensino, na medida em que oferece aos estudantes envolvidos oportunidades de formação técnica e
científica  em áreas  como  processamento  de  imagens,  inteligência  artificial  e  aprendizado  de  máquina  aplicados  à  agricultura.  No  que  diz
respeito  à  extensão,  o  projeto  possui  potencial  para  contribuir  com  soluções  práticas  voltadas  ao  aumento  da  produtividade  e
sustentabilidade no campo, impactando positivamente setores estratégicos do agronegócio e promovendo benefícios concretos à sociedade.

Aderência às areas de Tecnologias Prioritárias do MCTI
Naárea de Tecnologias Habilitadoras, o projeto insere-se no setor de Inteligência Artificial, ao propor o desenvolvimento de técnicas
avançadas de aprendizado de máquina aplicadas à análise de imagens na agropecuária 4.0. 

Naárea de Tecnologias de Produção, enquadra-se no setor de Agronegócio, ao buscar melhorias tecnológicas que ampliem a eficiência
e a produtividade no campo, com foco em aplicações relevantes para o estado do Rio Grande do Sul.

Geração de Resíduos
Nenhum resíduo será gerado ao longo da execução do projeto.
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Soares Flores , Fabio Ronei Rodrigues Padilha,
Jacob Scharcanski

01/07/2026 30/09/2028 Atividade 5: Avaliações e
comparações. UNIPAMPA.

Alessandro Bof de Oliveira, Bruno Boessio
Vizzotto, Edson Rodrigo Schlosser, Eliezer
Soares Flores , Fabio Ronei Rodrigues Padilha,
Jacob Scharcanski

01/07/2026 30/06/2029 Atividade 6: Publicação de
resultados da pesquisa. UNIPAMPA.

Alessandro Bof de Oliveira, Bruno Boessio
Vizzotto, Edson Rodrigo Schlosser, Eliezer
Soares Flores , Fabio Ronei Rodrigues Padilha,
Jacob Scharcanski

01/04/2029 30/06/2029 Atividade 7: Elaboração de relatório
técnico. UNIPAMPA. Eliezer Soares Flores

Dados do Fomento

Código Agência de Fomento Edital Total Fomento (R$)

4841 FAPERGS Edital FAPERGS 09/2023 - Programa Pesquisador Gaúcho (PqG) R$ 40.163,96

Planejamento de Despesas

Despesas de Custeio Opção Valor Estimado (R$) Fonte de Financiamento Especificações

Auxílio a Estudantes (Bolsas) Necessita 8.000,00 Edital Interno
Duas bolsas de iniciação científica, as
quais serão pleiteadas em editais internos
(por exemplo, PDA).

Diárias Já Possui 7.400,00 Edital Externo Quatro diárias internacionais (grupo D).
Passagens Já Possui 4.736,11 Edital Externo Uma passagem internacional (ida e volta).
Material de Consumo Não Necessita 0,00
Serviços de Terceiros (Pessoa
Física) Não Necessita 0,00

Serviços de Terceiros (Pessoa
Jurídica) Não Necessita 0,00

Outros Não Necessita 0,00
Total 20.136,11

Despesas de Capital Opção Valor Estimado (R$) Fonte de Financiamento Especificações

Equipamentos e Material
Permanente Já Possui 28.027,00 Edital Externo Uma estação de trabalho equipada com uma

GPU Nvidia Geforce RTX 4090.

Total Geral de Despesas (R$): 48.163,11
Alternativas caso a fonte de financiamento não se confirme: Na ausência do recurso solicitado para o auxílio financeiro a estudantes
(bolsas), as atividades previstas no projeto serão realizadas com a participação de estudantes voluntários, os quais serão convidados
a integrar a equipe de pesquisa e atuar nas mesmas frentes originalmente planejadas para os bolsistas.
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